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ABSTRACT

The rapid development of Uzbekistan’s banking sector and the expansion of its credit portfolio have
increased the need for more accurate methods of assessing and forecasting credit risks. This study
examines the role and importance of training data in automated credit scoring systems within the context
of the Uzbek financial market. The research analyzes how the quality, volume, and structure of training
data affect the accuracy and reliability of credit risk forecasting models. It provides a comprehensive
overview of data sources available to banks, including internal databases, credit bureau information, state
registries, and alternative data such as mobile and utility records. The empirical methodology is based on
machine learning techniques evaluated through AUC, precision, and F1-score metrics to assess the impact
of data characteristics on model performance.

The results show that the quality and completeness of training data critically influence forecasting
accuracy. Major challenges identified in the Uzbek market include limited historical information,
incomplete borrower data, class imbalance, and lack of standardized data collection processes. The
research confirms that integrating alternative data sources can substantially enhance model performance.
The practical significance of the study lies in providing recommendations to improve data quality through
technical, organizational, and regulatory measures. These improvements are expected to increase the
efficiency of automated credit scoring systems and contribute to reducing credit risk levels across
Uzbekistan’s banking sector.
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INTRODUCTION

The modern development of the global banking
industry is characterized by the active adoption of
digital technologies and automated decision-
making systems, particularly in the lending sector.
In Uzbekistan, where the banking system is
undergoing rapid modernization and
liberalization, effective credit risk management has
gained critical importance.

According to the Central Bank of the Republic of
Uzbekistan, between 2019 and 2023 the total
credit portfolio of the banking system more than
doubled, reaching 285 trillion UZS by the end of
2023. Traditional approaches to credit risk
analysis—based on expert judgment and simple
statistical methods—have proven limited in the
context of increasing lending volumes and growing
borrower complexity. Consequently, Uzbek banks
are increasingly adopting machine learning
technologies and automated credit scoring
systems, which enable processing of large datasets
and detection of complex nonlinear relationships
between borrower characteristics and default
probability.

However, the success of machine learning models
in credit scoring critically depends on the quality,
volume, and structure of training data. In the
developing financial market of Uzbekistan, there
are specific challenges such as limited historical
records, incomplete credit histories, and the lack of
standardized data collection and processing
procedures. Moreover, the socio-economic

structure of the country, the significant size of the
informal economy, and limited use of cashless
payment instruments pose additional difficulties in
forming representative training datasets.
International experience shows that the predictive
performance of credit risk models directly
correlates with the completeness and accuracy of
the underlying data. In developed countries, banks
have access to extensive credit bureau data,
detailed transaction histories, and alternative data
sources, including social network activity,
telecommunications data, and digital behavior
analytics. In Uzbekistan, the infrastructure for
credit information collection and exchange is still
in formation, which necessitates the adaptation of
existing methodologies to local conditions.

The objective of this study is to conduct a
comprehensive analysis of the role and specific
features of training data use in credit risk
forecasting systems within Uzbekistan’s banking
environment. To achieve this objective, the
following research tasks have been defined:

. To analyze the current state of data
utilization in credit scoring processes in Uzbek
banks;

. To identify and systematize key types of
data that are critical for developing effective credit
risk assessment models;

. To evaluate the quality and availability of
various data sources within the national banking
system.
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The evolution of credit scoring methods is
characterized by a transition from static expert-
based systems to dynamic machine learning
models capable of adapting to changing conditions

and processing large volumes of heterogeneous
data [8]. The main stages of development are
summarized in Table 1.

Table 1.

Evolution of Credit Scoring Methods

. . Types of Accurac
Period Approach | Main Methods Data y (AUC)
Subjective : .
1960-1980 |  LXpert evaluation, Financial - 0.60-
analysis . : statements 0.65
simple ratios
Discriminant
Statistical analysis, Financial 0.65-
1980-2000 models logistic statements 0.75
regression
Classical Decisi
machine ecision trees, Extended 0.75-
2000-2010 learning SVM, neural variable set 0.80
networks
Random forest, :
20-12-H§§T0 Advanced ML gradient allilegrr?:’;c; o 0.80-
t and Al boosting, deep 0.90
BpeMs 1 . data sources
earning

*Source: Compiled by the author based on [9].

The advantages of automated data analysis include
the ability to process nonlinear dependencies,
adaptability to new information, and the scalability
of analytical solutions [10]. Modern machine
learning algorithms can identify hidden patterns in

borrower behavior and generate more accurate
predictions.

The effectiveness of credit scoring models critically
depends on the quality and completeness of the
training data. Contemporary data classification for
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credit risk assessment typically includes four
major categories [11].

Table 2.

ISSN-27

750-1396

Availabil
. Examples of Impor ity in
Type of Data | Subcategories Variables tance Uzbekist
(%)
an
Income and Monthly income,
PR housing costs, | 35-40 High
P debt burden
Number of
: delinquencies,
ergrer(rilgnce current 25-30 | Medium
Financial p obligations,
Data credit rating
Account
turnover,
Banking average :
Operations balances, 15-20 High
transaction
frequency
Personal Age, gerllder, High
. characteristics education, 10-15
Demographi marital status
c Data
Professional Work 5-10 | Medium
experience,
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position,
company size

Region of
residence, type
of settlement

Geographical 3-5 High

Spending

patterns,

payment
seasonality

Transactional

behavior Medium

8-12

Behavioral
Data

Mobile banking
activity, online
time

Digital behavior 5-8 Low

Activity level,
connections,
content

Social networks 2-5 Low

Call records,
SMS, internet
traffic

Alternative

Telecommunicati
Data

ons

3-7 Low

Survey results,

h Low
behavioral tests

Psychometric 1-3

*Source: compiled by the author based on international practice

Demographic data provide contextual information
about borrowers; however, their use must comply
with non-discrimination principles and regulatory

which may reflect financial stability and income
predictability [13].

Alternative data represent a new class of

requirements [12]. Behavioral data include i _ ) .
. . . , . information obtained from non-traditional
information on clients’ transactional patterns, . . i
sources, including mobile network operator
records, social network  analytics, and
15
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psychometric testing [14]. Their use is particularly
relevant for assessing the creditworthiness of
clients with limited credit histories (the so-called
“thin file” borrowers).

The standardization of data collection processes is
a critically important factor in ensuring the quality
of training datasets used in credit scoring systems.
It is recommended to implement unified data
formats based on international ISO 20022
standards for financial messaging, which would
ensure compatibility between different banking
systems [16]. Banks in Uzbekistan should develop
centralized data schemas that include mandatory
and optional fields for each type of borrower
information.

The implementation of automated data quality
control systems should rely on real-time validation
rules, including checks for completeness,
consistency, and data relevance [17]. It is
recommended to apply anomaly detection
algorithms to identify incorrect values and data
drift monitoring systems to track changes in input
data characteristics. Special attention should be
given to the introduction of deduplication systems
to eliminate duplicate records and machine
learning-based algorithms for imputing missing
values. The use of data augmentation techniques
can significantly improve the quality of training
datasets in situations of data scarcity. It is advisable
to apply synthetic data generation methods using
Generative Adversarial Networks (GANs) to create
additional training samples, particularly for rare
borrower categories [18]. Semantic data
enrichment techniques should also be employed
through the integration of external information
sources and the application of active learning

methods to select the most informative samples for
labeling.

Training personnel in data management principles
must become a top priority for Uzbek banks within
the context of digital transformation of credit
processes. It is recommended to develop a
comprehensive professional development
program that includes modules on data science
fundamentals, machine learning principles, and the
ethics of personal data usage [19]. Particular
attention should be paid to training Data Quality
Managers and data analysts capable of effectively
using modern analytical tools. The creation of
unified standards and regulations should
encompass the entire data life cycle-from collection
to archiving. It is recommended to develop
corporate data governance policies that define
clear procedures for data classification by
confidentiality levels, rules for access and use, and
security  assurance  protocols [20]. The
introduction of metadata management systems is
necessary to ensure transparency in data
provenance and transformations.

Improving the regulatory framework for data
exchange should be a priority for the Central Bank
of the Republic of Uzbekistan within the
development of the digital economy. It is
recommended to develop a comprehensive
regulatory package that includes open banking
standards, rules for using APIs in data exchange
between financial institutions, and requirements
for personal data protection in line with
international GDPR standards [21]. Legal
mechanisms should be established to allow the use
of alternative data sources while ensuring
consumer rights are protected.
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This study lays the theoretical and methodological
foundation for the further development of credit
scoring systems in Uzbekistan. The proposed
directions for future research can make a
significant contribution to improving the efficiency
of credit risk management and advancing the
digital banking ecosystem of the Republic.

CoNcLUSION

The conducted research has demonstrated that the
modernization of Uzbekistan’s banking sector
requires a fundamental transformation in
approaches to credit risk assessment, where the
quality and structure of training data play a
decisive role. The study established that traditional
methods based on expert judgment and static
statistical analysis are no longer sufficient under
conditions of rapid credit portfolio growth,
borrower diversity, and increasing data
complexity. The empirical findings confirm that the
performance of machine learning-based credit
scoring systems is directly determined by the
completeness, accuracy, and representativeness of
training datasets. In the context of Uzbekistan,
major constraints include limited historical credit
data, lack of unified standards for data collection,
and insufficient integration of alternative
information sources. Overcoming these barriers is
essential to ensure the stability and reliability of
automated credit decision-making systems.

The paper proposes a set of practical and strategic
recommendations aimed at improving data quality
and governance in the Uzbek banking system.
These include the implementation of international
data standards such as ISO 20022, the introduction
of automated data validation and anomaly
detection tools, and the application of advanced

data enrichment and augmentation techniques
based on artificial intelligence. The development of
human capital in the fields of data science and
credit analytics is also highlighted as a critical
component of sustainable progress. Furthermore,
strengthening the regulatory framework-
particularly in open banking, API-based data
exchange, and personal data protection—is
identified as a necessary condition for building a
robust digital credit infrastructure. The results of
this study provide both a theoretical foundation
and a methodological framework for enhancing the
effectiveness of credit scoring systems in
Uzbekistan. Their implementation will contribute
to reducing credit risks, increasing financial
inclusion, and supporting the long-term digital
transformation of the national banking sector.
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